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ABSTRACT

Computer vision is one among the thrust researela @&m the field of Image processing. Facial expoess
recognition is one among the thrust research dimaens computer vision. The process of recognitima identification is
important due to the similarity of facial expressoThe motivation behind this research area isap&bility to resolve an
image processing problem and its wide range ofiegns. The main rationale of all images progggsind computer
vision algorithms is to build the visual data ingeful manner. For this reason in the domain ofmaer vision, the facial
expression recognition begins with its applicationthe HCI (Human Computer Interaction) where gidook of human,
sight and touch sensations (also known as moodk)aite are utilized at the same time. This redearticle reviews

several literatures pertaining to facial expressagognition.
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1. INTRODUCTION

Facial expression recognition is a process thataias recognition of cognitive action, warping atial feature
and also facial movements. This process is camigdy making use of static images and their seniemven with videos.
The rationale of FER is to sort out the imagesidees into dissimilar abstract classes which depemdthe visual facts
only. Classically, human faces reproduce the irfieelings or emotions which therefore are defenseiesnodifications
among the environment. There exists vast reseabesn facial expression recognition that aidstarpreting the states

of mind and classifies several facial gestures.

Existing facial expression databases are classifiedtwo classes: Lab-based database, where tioticars are
intentionally expression under controlled enviromiand realistic database, where the emotions alftusccur in an
uncontrolled environment (i.e. real-world condispnMost of the existing facial expression databasleng to the first
class which include JAFFE, BU-3DFE, CK+, SemainaL SMMI, AAl and NVIE. In contrast to lab-based etians,
realistic facial expression contains big variatiomdlumination face pose, size and facial ocabnsi etc and thus they are

more challenging to categories and have more irapod in real-world applications.

In spite of the variation in age, ethnicity, gentlegre is similarity in facial expressions, thexesesix expressions
named as sadness, pleasure, fury, surprise, pagicepulsion. These six emotions are recognizdshas emotions with

their own and diverse nature. This natural sintjyam facial expressions of human is making usebwpfeach facial
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expression recognition system. The motivation belany research area is its capability to determaim@oblem and its
applications. The major intention of all imagespeissation and computer visual algorithms is toterd¢lae visual data
functional. Therefore in the domain of computeruuiization, the facial expression recognition bedy means of the
identical function. The significance and necessityhis research area is enhanced because ofpteatons in the HCI
(Human Computer Interaction) wherever visual lodkhoman, sight and touch sensations (also knowmeades) and
voice are employed at the same time. In additionia psychology states that facial expressionsnshia synchronized
conversation. It is noteworthy that Facial expresgiroduces 55 % of the result of spoken messaigeldivered along
with visual information. The involvement of verbabrds is 7% and vocal tone supplies 38%. Therdfrial expression
is the most considerable along with all of HCI mad&his constructs the research on facial expresggognition
necessary. This paper is organized as follows.i@egtgives a brief description of the related veodarried out in facial

expression recognition research. Section 3 proviiddggs and conclusions.
2. RELATED WORKS

Facial expression recognition engages recognitfocognitive activity, deformation of facial featussd facial
movements. This is done with the help of staticgegand their sequences or videos. The purposecatégorize them
into different abstract classes is foundation om ¢fsual facts only. Obviously, human faces geheraflect the inner
feelings/emotions and therefore facial expressarpssusceptible to modification in the environm@iiis makes a human
face index of mind; consequently, expression reitimgnsupports in interpreting the states of minwl aistinguishes
between various facial gestures. The process @greton and identification is important due to thienilarity of facial

expressions. The deformation happens due to exgatesaotions on the human faces.

In [1] the authors (Yan et al, 2011) proposed adier subspace learning approach cross-datasdtdal
expression recognition. Their chosen problem has Iseldom addressed in the literature. While afidacial expression
recognition methods have been proposed in modearsythe majority of them believe with the intentif face images in
the training and testing sets are collected under gimilar circumstances so that they are autonsiyoand
indistinguishable distributed. In many real apgimas, this assumption will not embrace as thdanigsiata are typically
collected online and are generally more uncontot#lahan the training data. Therefore, the testagples are probably
different from the training samples. The authorBndel the problem as cross-dataset facial expreggicognition as the
training and testing data are measured to be tetletom different datasets due to different adtjois conditions. In
order to address this research problem they prapaseansfer subspace learning approach to studwatare subspace
which transfers the knowledge expanded from thercgoudomain (training samples) to the objective dama
(testing samples) to get better in the recognip@nformance. To better exploit more complementafgrination for
several feature depictions of face images, theye hdgo developed a multi-view transfer subspaceileg approach
wherever multiple different yet interconnected q#res are present to be learned to transfer inf@m&om the source
domain to the objective domain. Experimental resale obtainable to demonstrate the effectiventsisese proposed

methods for the cross-dataset facial expressiorgrétion task.

In [2] the author (Yan, 2016) proposed a biasedsgabe learning approach for misalignment-robusiafac
expression recognition. Although a diversity of ihcexpression recognition techniques have beempqgsed in the

literature, most of them only work well once whitece images are well scheduled and supported. Imy maactical
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applications such as human robot interaction asdalisurveillance, it is constantly demanding tbiexe well-aligned
face images for facial expression recognition beeanf present deficient computer vision techniqespecially under
uncontrolled conditions. Motivated by the fact tiderclass facial images by means of little distiion are more easily
mis-classified than those with large differencd® tuthors proposed a technique called Biased LiBéscriminant
Analysis (BLDA) by imposing huge penalties on ictass samples with little distinction and littlerdties on those
samples with huge distinctions simultaneously,hsd tiscriminative features can be improved exétédor recognition.
In addition, the authors also generated more Migtmaisaligned facial expression samples and atlchfferent weights to
them respect to their amount of probabilities ia tasting phase to learn a weighted BLDA (WBLDAjihtite space to
extract misalignment-robust discriminative featufesrecognition. To improved exploit the geomadtiinformation of
face samples, the authors have proposed a weidiidsedd margin Fisher analysis (WBMFA) techniqueutilizing a
graph embedding criterion to extract discriminatiméormation, in order to the theory of the Gaussdistribution of
samples is not necessary. Experimental resultsvonektensively used face databases are open to gteefficacy of

their proposed methods.

In [3] the authors (Ali et al, 2016) proposed a $ted NNE (neural network ensemble) collections thasethod
for multicultural facial expression recognition.&hoosted NNE collections based ensemble classifigaged three steps:
first and foremost step is to the training of binaeural networks, second step is to combine tlegliptions of binary
neural networks to form NNE, and third and finapsis to combine the predictions of NNE collectidmsequence to
sense the occurrence of an expression. The outcofisary neural networks are coupled to the pbiiip value across
the NNE collection. The improved technique is aguplior the creation of NNEs and the final predictis made by Naive
Bayes classifier. The acted still images from thdeéabases JAFFE, TFEID, and RadBoud derived fraumn different
cultural and civilizing regions including Japane$ajwanese, Caucasians and Moroccans are unitddviglop the cross
cultural facial expression dataset. This expresdaaset of cross cultural facial is preservedHtertraining and testing of
binary neural networks in every NNE collection. @ardiversified feature extraction techniques PCBPLland HOG are
used for sample image representation. Their exgaeriah outcomes and statistical analysis of antteghanethod for

multicultural facial expression recognition congtit the involvement to the field.

In [4] the authors (Lopes et al) proposed a singwtution for facial expression recognition thatlizgis a
grouping of Convolutional Neural Network and precignage pre-processing steps. Convolutional Nebetivorks
accomplish enhanced precision with big data. Caalgy there are no publicly accessible datasets adequate data for
facial expression recognition with deep architezsurTherefore, to tackle the problem, the authqpglied some
pre-processing techniques to extract merely expmegsecise features since a face image and imadstithe appearance
order of the samples throughout training. Theiregkpents engaged to evaluate our method were dawtie using three
mostly utilized public databases (CK+, JAFFE and-BDFE). From the results, they showed that thewppsed

technique accomplish aggressive results when etealweith other facial expression recognition megiod

In [5] the authors (Zheng, 2016) proposed a makktfacial inference model (MT-FIM) for concurreace
recognition and facial expression recognition. Hjpadly, face identification and facial expressioecognition are learnt
concurrently by extracting and utilizing appropeiahared information transversely them in the fraork of multi-task
learning, wherein the shared information submittheparameter controlling the sparsely. MT-FIM @amently reduces

the within-class scatter and maximizes the distdmedeeen different classes to facilitate the vigerperformance of each
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individual mission. The authors conducted compreh@nexperiments on three face image databasesexpwrimental

outcomes illustrate that our algorithm do bettantthe state-of-the-art algorithms.

In [6] the authors (Long and Bartlett, 2016) preedra new video-based facial expression recognigohnique
is done by automatically learning features fromeaidiata. Exclusively, the authors employed spavsiéng algorithm to
discover spatiotemporal features beginning witlabaled facial expression videos. For represenpagjctemporal layout
information embedded in facial expressions to dgveakcognition performance, the authors extendedtilbught of
spatial pyramid matching (SPM) addicted to videsegand carry out spatiotemporal pyramid featuripg subsequent
sparse coding feature extraction. Experimentalauts on extensively used Cohn—Kanade database deaterthat the
classification performance can be enhanced effelgtivy considering spatiotemporal layout of fa@apressions, and the

authors also claimed that their method outperfguopular methods using hand-designed features.

In [7] the authors (Wang et al, 2017) introducedesv learning method that trains an action unit (Al#)ssifier
using images with deficient AU annotation but withmprehensive expression labels. The goal is texgeession labels
as hidden knowledge to balance the missing AU &aligdogressing towards this goal, the authors noetetd a Bayesian
network (BN) to capture the interaction among faeigpressions and AUs. Structural expectation maxdtion (SEM) is
used to learn the structure along with parametethkeoBN while the AU labels are missing. Given tearned BNs and
measurements of AUs and expression, the authofsrpesd AU recognition within the BN through a proidestic
inference. An experimental result on the CK+, 19ld 8P4D-Spontaneous databases displays the efficfrour method
for both AU classification and AU intensity estirnuat.

In [8] the authors (Sormaz et al, 2016) examinedindace information to be used in the recognitdriacial
expression. First, participants are recognized wWithr facial expressions (fear, anger, disgusinsas, happiness) from
images that were influenced such that they diversidinly in shape or primarily in surface propestig#he authors found
that the classification of facial expression isrpiging in either type of image, but that differexpressions are relatively
dependent on surface or shape properties. Nextautieors investigated the relative contributionsslodpe and surface
information to the categorization of facial expreas that employed a complementary method by coimpithe surface
properties of one appearance with the shape piepeftom a diverged expression. Their results shbweat the
categorization of facial expressions in these liybriages was similarly dependent on the surfaceshagde properties of

the image.

In [9] the authors (Liong et al, 2016) presentetbael method for detecting and recognizing micrpressions
by utilizing facial optical strain magnitudes toilduoptical strain property and optical strain waigd property. The two
sets of features are subsequently concatenateorno the resulting featured histogram. Experimemes gerformed on
certain databases and the usefulness of opti@ahstiformation and added prominently, that thgip@aches are able to
outperform the original baseline outcomes for bd#tection and recognition responsibilities. A corgmn of the

proposed method with other existing spatio-tempfaature extraction approaches is furthermore onbatde.

In [10] the authors (Shao et al, 2015) focusedhenproblem of 3D dynamic facial expression recagnitTheir
approach works directly on low-resolution RGB sewes which allows to apply their algorithm to videecovered by
extensive and standard low-resolution RGBsensofter Areprocessing both RGB and depth image segsersparse

features are learned through spatio-temporal leahbids. Conditional Random Fields classifier isnttengaged for
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training and classification. Their proposed sysienfully-automatic and achieves superior consegegran three low-

resolution datasets constructed from the 4D faoipltession recognition datasets.

In [11] the authors (Li et al, 2015) presented Hyfautomatic multimodal 2D + 3D feature-based #ci
expression recognition approach. Their approachbames multi-order gradient-based local texture shape descriptors
in sequence to attain efficiency and robustnesst,F huge set of fiducial facial landmarks of f2ibe images along with
their 3D face scans are localized by making usea avel algorithm namely incremental Parallel Cdscaf Linear
Regression. Then, a novel Histogram of Second O@Gtedients (HSOG) based local image descriptoroimkgination
with the broadly used first-order gradient suppibrisith SIFT descriptor are utilized to depict thecdl texture
approximately with each 2D landmark. In the samg,wie local geometry approximately each 3D landnsuportrayed
by two original local shape descriptors construdigdmeans of the first-order and the second-ordefase differential
geometry quantities, i.e., Histogram of mesh GradigmeshHOG) and Histogram of mesh Shape indewdture
guantization, meshHOS). To conclude, the SuppocdtdfeMachine (SVM) based recognition outcomes b2Bl and 3D
descriptors are combined at both feature-level soate-level to further improve the precision. coetglexperimental
results reveal that there exist impressive compieang characteristics between the 2D and 3D ddascspThe authors

also compared their approach to the state-of-therss. Our multimodal feature-based approach diatpes the others.

In [12] the authors (Wang et al, 2015) intendedeabbetter the recognition accuracy by providintgea advance
technique for facial expression recognition orgadizavith Fuzzy Support Vector Machine (FSVM) and KKaxest
Neighbor (KNN). At first, the property of the sttfacial expression image is removed by the Priacipomponent
Analysis (PCA), then, the algorithm splits the meginto different types, and merges with the atitgbof the FSVM and
KNN, switch the classification methods to the diffiet types. The results of their experiment shothed their proposed

algorithm is capable enough to attain good idesgtfon accuracy and make things easier to the ctatipn complexity.

In [13] the authors (Zhang et al, 2015) proposedtimadal learning for facial expression recogniti(fFER)
method that first attempt to discover the combimedresentation by considering the texture in adiditio landmark
modality of facial images, are complementary witttle other. In order to learn the demonstrationamhemodality in
addition to the correlation and interaction conmectifferent modalities, the structured regulati@a (SR) is engaged to
implement and learn the modality-specific sparsitygl density of each modality. Correspondingly hyntzhing SR, the
range of the facial expression is fully taken immnsideration, which can not only hold the subtipression but in
addition achieve robustly to different input of illcimages. With their proposed multimodal learnimgtwork, the joint
representation learning from multimodal inputs vii# further appropriate for FER. Experimental oates on certain

databases demonstrated the superiority of thepga®ed method.

In [14] the authors (Pu et al, 2015) proposed aehframework for facial expressions analysis byomggzing
AUs from image sequences using twofold random farksssifier. The measurement of facial motiorhimtigh tracking
of Active Appearance Model (AAM) facial feature pts by means of Lucas—Kanade (LK) optical flow kexcby
estimating the displacements of the feature poifiie@ displacement vectors connecting the neutrpiemsion frame in
addition to the peak expression frame are impleeteas motion features of facial expression. Thdgrea and they are
transformed to the first level random forest toifyethe Action Units (AUs) of the equivalent exps@n sequences.
Finally, the detected AUs are inputed into the sdclevel is arbitrary forest for facial expressianassification. Their

experiments on Extended Cohn—Kanade(CK+) databagealr that the proposed technique can accomplighehi
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performance than several other approaches on Hdthafvd facial expression recognition.

In [15] the authors (Wang et al, 2016) proposedoaeh sparse learning method called Sparse LocdleFis
Discriminate Analysis (SLFDA) for facial expressiogcognition. The SLFDA method is derived from tréinal local
Fisher discriminant analysis (LFDA) and makes u#sosparse property. The sparse solution is abthby finding the
minimum I, 1 -norm solution commencing from the LADRolutions. This difficulty is then formulated am | 1 -
minimization problem and solved by linearized Breguriteration, which assurance convergence and jgemented.
Their proposed SLFDA can deal with multi-modal totas as well as LFDA; besides, it has more discrata power than
LFDA because the non-zero elements in the basigésare chosen from the mainly significant factorsregions.
Experiments on several benchmark databases arerped to test and evaluate their proposed algoritfineir results
showed the effectiveness of SLFDA.

3. FINDINGS AND CONCLUSIONS

Among the literatures significant research contiins has been made. Many techniques and mecharsm
proposed for FER which includes transfer subspaaming approach, biased subspace learning apprbeobkted NNE
(neural network ensemble), multi-task facial infere model (MT-FIM), sparse coding algorithm, bagasnetwork
classifiers, fuzzy support vector machine (FSVM)l &mnearest neighbor (KNN) are reviewed. Amongta mentioned
approaches the FSVM with KNN mechanism performs$ebét terms of accuracy. But there exists certasearch scope
which is capable enough to improve accuracy. This lse achieved by exploiting image processing fgcies such as
noise removal, feature selection and classification
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